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Abstract- Today, there is ample scientific evidence that Breast Cancer (BC) is a global health challenge given 

its prevalence and invasive nature. Therefore, early detection of BC can help minimize the devastating effects 

of the disease. This study aimed to design a Clinical Decision Support System (CDSS) based on the best 

Artificial Neural Network (ANN) configuration to identify patients quickly. Using a single-center registry, we 

retrospectively reviewed the records of 3380 suspected BC cases. The independence test of Chi-Square at 

P<0.01 was utilized to select the most important criteria. Then the different ANN configuration was 

implemented in the Matlab R2013 environment and compared using some evaluation criteria. Finally, the best 

ANN configuration was obtained. After implementing feature selection, 20 variables were determined as the 

most relevant factors. The experimental results indicate that the best performance was obtained by the 20-25-1 

configuration with PPV=90.9%, NPV=99.7%, Sensitivity=98.9%, Specificity=97.9%, Accuracy=98.1%, and 

AUC=0.958. The proposed software can identify cases of BC from healthy individuals with optimal diagnostic 

accuracy. Additionally, it might be integrated as a practical and helpful tool in natural clinical settings for easy 

and effective disease screening.  

© 2022 Tehran University of Medical Sciences. All rights reserved.  
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Introduction 
 

Breast Cancer (BC), one of the most common 

malignancies, might considerably influence the 

communities` health (1,2). BC develops early in the 

glands and mammary ducts and then metastasizes to 

surrounding tissues, adjacent lymph nodes, and other 

organs (3-5). Commonly, it is considered a global health 

burden due to its prevalence and invasive nature(6,7). 

According to global statistics, one of the most common 

cancers diagnosed in 2020 was BC (8). Unluckily, many 

breast malignancies are diagnosed late in the advanced 

stages of the disease, in which the disease is more likely 

to spread to surrounding tissues and other organs (9,10). 

Therefore, continuous screening and early diagnosis of 

the disease in the early stages are critical in minimizing 

its devastating consequences and the resulting mortality 

(11,12). For this aim, the implementation of systematic, 

scientific and up-to-date screening policies is essential in 

diminishing the detrimental consequences of the disease 

(13,14). 

Conventional methods, however, are often costly, 

complicated, time-consuming, and invasive (15,16). On 

the other hand, different stages and degrees of the disease 

severity and some ambiguities and unpredictable 

situations in the disease behavior and outcome have 

necessitated utilizing new technologies in the diagnosis 

and screening of the disease (17,18). 

Today, it is believed that new technological and non-

invasive methods such as Artificial Intelligence (AI) and 

intelligent systems can be effective in the rapid, accurate, 

and timely diagnosis of malignancies (19). Besides, it is 
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even more pronounced when the early and rapid 

diagnosis of cancers in the early stages is considered the 

essential factor for definitive treatment, prevention of 

unpleasant complications, and increasing the chances of 

patients' survival (5,9). The utilities, as mentioned earlier, 

provide in-depth, adequate, and non-invasive analytical 

capabilities to support the decisions of physicians and 

other clinical staff over traditional clinical and statistical 

methods (11,16). Machine Learning (ML) is a subset of 

AI with many applications in many industries, including 

healthcare (20,21). Also, the ML plays a very influential 

role in managing malignancies such as prognosis, 

screening, diagnosis, and treatment (22,23). In the last 

few decades, several ML-based methods have been 

developed for the effective and timely prognosis and 

screening of BC. These methods will support decisions 

by extracting discernible patterns and applied knowledge 

from the raw data set (24,25). 

So far, many researchers have studied the application 

of ML techniques in predicting and diagnosing BC. For 

example, Mohammed (2021) proposed an intelligent 

method for the early prognosis of BC with optimal 

accuracy and precision (26). Heidari (2018) designed a 

diagnostic decision support system with reasonable 

diagnostic accuracy to differentiate BC from other similar 

conditions (22). In addition, Chaurasia's (2020) research 

showed that the ML techniques-based expert systems 

enjoy much higher accuracy and capability in rapidly 

diagnosing the disease (20). Therefore, the present study 

aimed to effectively and promptly identify and 

distinguish patients with BC from healthy ones through 

intelligent ML techniques. For this purpose, multiple 

Artificial Neural Network (ANN) configurations were 

compared on the patient clinical data set using evaluation 

criteria derived from the confusion matrix. To the best of 

our knowledge, the present study may help physicians in 

the accurate and timely diagnosis of the disease and, 

consequently, minimize the severe complications of the 

disease and the resulting mortality. 

 

Materials and Methods 

 

This study consisted of four steps as follows: 

 

Data gathering and dataset definition 

This study aimed to detect the BC cases in suspected 

people earlier, so the research community was suspicious 

people referred to Imam Khomeini and Mostafa 

Khomeini hospitals, Ilam city, West of Iran for BC 

screening and diagnosing (positive or negative BC). In 

our study, data mining models were trained and evaluated 

on the data of suspected BC cases extracted from the 

Electronic Medical records (EMR) of the mentioned 

centers. The Ilam University of Medical Science ethics 

board approved the study design (Ethics code: 

IR.MEDILAM.REC.1399.294). The data of 3538 

suspected cases were considered in this respect. Among 

them, 2928 and 610 cases belonged to negative and 

positive BC, respectively.  

Each case in the EMR included 32 defining features 

categorized into five main classes of BC diagnosis: 

demographics, epidemiologic, nutritional, personal, and 

family history of diseases and interventions. All factors 

affecting the BC diagnosis stored in EMR have been 

shown below. Also, they were considered independent 

factors for BC diagnosis in this study. This study's 

dependent or output variable was the BC diagnosis with 

two values of 0 and 1, which were associated with the 

negative and positive BC diagnosis, respectively. 

 

BC diagnostic variables 

 Demographics: age, nationality, job, educational 

level, marital status, waist size, and Body Mass Index 

(BMI). 

 

 Epidemiological: alcohol drinking, walking, 

physical activity, hard job physically, fatness, and 

optimal physical conditioning. 

 

 Nutritional: fruit, vegetable, dairy, salt, fast food, 

and oil consumption. 

 

 Personal and family history of diseases: history of 

BC, hypertension, hypercholesterolemia, 

hyperglyceridaemia, hyperlipidemia, diabetes, upper 

inner quadrant BC, common cold, and BC in the 

unspecified region, and family history of BC. 

 

 Personal history of measurements and 

interventions: breast investigation, breast sampling, 

chest radiography. 

 

Dataset preparation  

In this study, we used three steps to prepare the data 

in EMR for building the diagnostic model using different 

architectures of ANNs. 1- Removing the cases including 

more than 70% missing values, 2-normalizing the 

samples with less than 70% % missing, noisy, irrelevant, 

or outlier values via the appropriate statistical method, 

and 3- Feature Selection (FS). First, all case records have 

been reviewed by two Health Information Management 

(HIM) specialists (R: N and M: SH) with the consultation 
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of one statistician and two cancer specialists analytically. 

In this step, the cases with more than 70% missing, noisy, 

irrelevant, or outlier values and didn't have an applicable 

role for statistical analysis were removed from the study. 

In the second step, for samples with less than 70% 

missing, noisy, irrelevant, or outlier values, we applied 

the mean of nearby points to embed the lost values with 

the average of surrounding values. In the last, to prepare 

the dataset for data mining with essential features 

statistically, we used the FS process to reduce the dataset 

dimensions. This preprocessing method isolates the 

noisy, irrelevant, and redundant data from the dataset and 

boosts the data mining performance. There are many 

advantages for FS and selecting the best variables in the 

ML process, such as making easier data understanding 

and data representation, decreasing proceeding and 

storage needs, reducing the ML algorithm's time and 

consequently, increasing the ML algorithm's training 

speed, improving the ML's performance via deleting the 

noisy data, selecting the most important predictors, and 

also barricading from the ML overfitting (27-30). In this 

study, to acquire the essential factors for diagnosing the 

BC and reducing the dataset dimension, the independence 

test of Chi-square (χ2) was used in this respect. P<0.01 

was considered for determining the meaningfulness of 

this relationship statistically.  

 

Artificial neural network modeling  

Artificial Neural Networks (ANNs) are computational 

models which are inspired by natural human brain 

structure. They also act like humans in the learning 

process and solve the problems of experiencing past 

information patterns (31,32). The ANNs mainly have 

three computational layers in their structure, including the 

input, hidden, and output layers. The ANN's structural 

layers consist of several neurons to perform the ANN's 

computation and introduce the solution. The input layer 

representing independent variables acquires the data, 

attributes, or signals from the external perimeter. It 

normalizes the inputs to precise values using the 

activation functions to facilitate computational 

performance. The middle layer is the hidden or 

intermediate, including many neurons that perform the 

most computational process in ANNs to extract the data 

patterns from the normalized input data.  The output layer 

representing dependent variables also consists of the 

neurons responsible for representing the output results 

(31,33-35). Four ANN configurations depend on the 

layer's structures and how the neurons are arranged. 

These classifiers include simple-layer feed-forward with 

one hidden layer, which has a more straightforward 

computational capability. Multiple-layer feed-forward 

with two or more hidden layers for complicated 

computations. Feedback using the outputs results from 

neurons as feedback of the inputs. And mesh architectures 

which each of them used in different applications (33). In 

this study, the feed-forward backpropagation ANN type 

was used because of its suitability for training the ANN 

and the high frequency. 

Another parameter that is important for ANNs is the 

training process. It's the ANN's behavior in the 

computational process and detecting the patterns. This 

process can be defined as mathematical functions that 

coordinate the weight of synapses to the threshold of the 

ANN's neurons for solution generalization. In other 

words, after determining the relationship between the 

input and target values during the learning process, the 

ANN can compute the expected output values based on 

the given input values (34,35). In this study, we used the 

tansig function as the ANN's transfer function for training 

the ANN because of its high speed in training the ANN 

without considering the exact type of ANN's activation 

function. Also, in this study, the Levenberg Marquardt 

was applied as the ANN's learning function for its high-

speed execution. For this purpose, the number of epochs 

was set at 1000, and the training time was infinitive 

considering the high speed of training.  

 

Selecting the artificial neural network configuration 

To select the best ANN configuration, we first 

compared different ANN structures using the various 

performance criteria such as PPV (Formula 1), NPV 

(Formula 2), sensitivity (Formula 3), specificity (Formula 

4), accuracy (Formula 5), and AUC obtained from the 

confusion matrix (Table 1). 

 

Table 1. Confusion matrix 

 
Predicted cases 

+ - 

Real 

cases 

+ True Positive 
False 

Positive 

_ 
False 

Negative 
True 

Negative 

 

Equation 1: PPV =
TP

TP+FP
 

Equation 2: NPV =
TN

TN+FN
 

Equation 3: Specificity =
TN

TN+FP
 

Equation 4: Sensitivity =
TP

TP+FN
 

Equation 5: Accuracy =
TP+TN

TP+FN+FP+TN!
 

 

In Table 2, the True Positive (TP) and True Negative 

(TN) cases were associated with the number of positive 
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and negative BC cases classified correctly. False Positive 

(FP) and False Negative (FN) were related to the number 

of positive and negative BC cases classified falsely. In 

this study, we added one neuron to the hidden layer, then 

calculated and compared the different configurations of 

the ANN using the mentioned performance criteria and 

obtained the best structure of the ANN. 70% of positive 

and negative BC cases were used for training the ANN. 

Also, 10% and 20% were used to validate and test the 

ANN, respectively. In this study, to investigate the 

capability of the selected ANN's configuration in training, 

validating, and testing process, the Mean Squared Error 

(MSE) and Error histogram diagram were applied in this 

regard. Finally, the CDSS user interface of the ANN for 

diagnosing the BC was designed in the MATLAB R2013 

environment. 

 

Table 2. The Chi-square (χ2) amount of the selected BC diagnosis factors at P<0.01 

no Variable Type 
Value codes in the 

dataset 

Frequency or Mean 
+

_
 

SD 
χ2 P 

1 Personal history of BC Binominal 

Unknown (9) 

Haven’t (0) 

Have (1) 

Unknown (179) 

Haven’t (959) 

Have (2242) 

18.885 0.001 

2 History of breast sampling Binominal 

Unknown (9) 

Haven't (0) 

Have (1) 

Unknown (223) 

Haven't (1159) 

Have (1998) 

15.443 0.007 

3 History of chest radiography Binominal 

Unknown (9) 

Haven't (0) 

Have (1) 

Unknown (93) 

Haven't (1017) 

Have (2270) 

16.665 0.001 

4 Family history of BC Binominal 

Unknown (9) 

Haven't (0) 

Have (1) 

Unknown (408) 

Haven't (2403) 

Have (569) 

20.221 0.001 

5 Hypertension Binominal 
Haven’t (0) 

Have (1) 

Haven’t (2650) 

Have (730) 
13.263 0.006 

6 Alcohol consumption Binominal 
Haven’t (0) 

Have (1) 

Haven’t (2956) 

Have (424) 
11.985 0.005 

7 hypercholesterolemia Binominal 
Haven’t (0) 

Have (1) 
Haven’t (3189) 

Have (191) 
9.225 0.005 

8 hyperglyceridaemia Binominal 
Haven’t (0) 

Have (1) 

Haven’t (3356) 

Have (24) 
5.454 0.009 

9 hyperlipidemia Binominal 
Haven’t (0) 

Have (1) 

Haven’t (3169) 

Have (211) 
4.773 0.008 

10 Diabetes Binominal 
Haven’t (0) 

Have (1) 
Haven’t (3284) 

Have (96) 
10.256 0.005 

11 Fatness Binominal 
Haven’t (0) 

Have (1) 

Haven’t (3283) 

Have (97) 
11.674 0.005 

12 Upper quadrant breast mass Binominal 
Haven't (0) 

Have (1) 

Haven't (3367) 

Have (13) 
15.774 0.004 

13 
Unspecified region of breast 

mass 
Binominal 

Haven't (0) 

Have (1) 

Haven't (3280) 

Have (100) 
12.442 0.005 

14 Exercise (hours in day) Polynomial 
Low (0) 

Medium (1) 

High (2) 

<0.5 (1079) 
0.5-1 (2015) 

> 1 (286) 

13.334 0.008 

15 BMI Numerical ----------- 24.152 
+

_
 11.453 14.667 0.003 

16 Age Numerical ----------- 46.376 
+

_
 11.868 13.656 0.005 

17 
Fruit consumption (Grams 

per day) 
Polynomial 

Low (0) 

Medium (1) 

High (2) 

<100 (911) 

100-200 (2134) 

>200 (335) 

8.326 0.004 

18 
Vegetable consumption 

(Grams per day) 
Polynomial 

Low (0) 

Medium (1) 

High (2) 

<150 (791) 

150-300 (2132) 

>300 (457) 

7.421 0.002 

19 
History of breast 

investigation 
Binominal 

Haven't (0) 

Have (1) 

Haven't (1042) 

Have (2338) 
5.425 0.007 

20 
The hard job with physical 

activity 
Binominal 

Haven't (0) 
Have (1) 

Haven't (2945) 
Have (435) 

6.727 0.009 

 

 

Results 
 

After removing the samples with more than 70% 

missing, noisy, or outlier values, 128 and 30 records 

belonging to the negative and positive BC cases were 

excluded from the study. Therefore, out of 3538 primary 

suspected cases, 2800 negative and 580 positive samples 

have remained in this study. The whole of positive and 
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negative BC cases were women (100%) with an average 

age of 33.227 
+

_
 11.113 and 41.224 

+

_
 8.882, respectively. 

The result of using the independence test of Chi-square 

(χ2) at P<0.01 is shown in Table 2. 

Based on the information given in Table 2, 20 

variables gained a meaningful relationship with the BC as 

the dependent variable statistically at P<0.01. Also, the 

three variables of the personal history of BC (χ2=18.885, 

P=0.001), history of chest radiography (χ2=16.665, 

P=0.001), and family history of BC (χ2=20.221, P=0.001) 

with the highest Chi-square at P<0.01 were considered as 

the essential diagnostic factors for BC than other 

variables in this study. The results of comparing some 

different ANN configuration is demonstrated in Table 3. 

 

Table 3. Different ANN's configuration with performance criteria 

No ANN architecture Best training epochs PPV NPV Sensitivity Specificity Accuracy AUC 

1 20-1-1 10 60.9% 95.7% 80.7% 89.2% 87.8% 0.795 

2 20-2-1 23 61.5% 95.2% 78.3% 89.8% 87.8% 0.798 

3 20-3-1 15 64.8% 96% 81.7% 90.8% 89.2% 0.843 

4 20-4-1 23 65.4% 96.2% 82.9% 91.2% 90.2% 0.851 

5 20-5-1 16 73.4% 97% 85.1% 94.8% 92.1% 0.846 

6 20-6-1 20 77.7% 97.1% 86.4% 94.8% 93.4% 0.875 

7 20-7-1 24 79.6% 95.3% 87.7% 95.3% 94% 0.865 

8 20-8-1 16 78.5% 97.4% 88.2% 94.6% 93.5% 0.871 

9 20-9-1 17 82.2% 97.7% 89.5% 96% 96.9% 0.911 

10 20-10-1 15 83.2% 97.4% 88.8% 96.2% 95% 0.906 

11 20-25-1 36 90.9% 99.7% 98.9% 97.9% 98.1% 0.958 

 

 

Based on the information provided in Table 3, we 

observed that adding one neuron in ANN's hidden layer 

increased the performance rate of different 

configurations. Especially in classifying the positive 

cases (sensible difference in PPV and sensitivity) as far 

as, in the ANN with the structure of 20-25-1 at 36 training 

epochs with 20 neurons in the input layer (input 

variables), 25 calculation neurons in the hidden layer, and 

one neuron in the output layer (BC diagnosis), the model 

performance has reached the best (PPV=90.9%, 

NPV=99.7%, Sensitivity=98.9%, Specificity=97.9%, 

Accuracy=98.1%, and AUC=0.958). The training, 

validation, and test modes of the confusion matrix of the 

ANN are shown in Figure 1. 

 

 
Figure 1. All different ANN modes confusion matrix 

 

 

Based on Figure 1, the ANN in the test mode gained 

a higher performance capability than others, with 

TP=17.2%, FN=0.2%, FP=1%, and TN=81.7%. The 

validation modes was slightly lower than other with 

TP=19.5%, FN=0.2%, FP=1.7%, and TN=77.9%. 

Generally, the ANN with the selected configuration in all 

modes obtained high performance. The ANN learning 

error reduction during the training process based on the 
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MSE diagram of the ANN has been shown based on 

Figure 2. 

Based on Figure 2, by considering the validation error 

rate as the criteria for the ANN's error-correction 

learning, we observed that at the 30th epoch of the selected 

ANN, the validation error rate with MSE=0.22 reached 

the minimum amount. Therefore, the ANN at this step 

had the most pleasant performance in this respect. Also, 

the training and test modes of the ANN acquired a 

minimal error rate with 10-2<MSE<10-1. In Figure 3, the 

BC diagnosis's clinical decision support system (CDSS) 

user interface was designed in MATLAB R2013 

environment in modular codes. 

 

 
Figure 2. The MSE of the ANNs 

 

 
Figure 3. The developed CDSS user interface for BC diagnosis 

 

 

Discussion 
 

Owing to the sensitive, ambiguous, and 

multidimensional nature of BC (36) and the ever-

increasing number of cases coupled with relatively 

complex para-clinical evaluations, the CDSS 

technologies equipped with ML algorithms play an 

essential role in rapid patient identification, enhance 

diagnostic services quality and provide customized and 

patient-centered care (37,38). Thus, the primary purpose 

of this study was to evaluate some ANN configurations 

in diagnosing BC and differentiating between patients 

from healthy individuals to improve the treatment quality 

and the effectiveness of clinical decisions. Unlike many 
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performed studies, which often used ANN models to 

diagnose the disease on visual data (mammography 

images), the present study applied clinical data and 

various ANN configurations to identify healthy 

individuals from those suffering from BC. Reportedly, 

the ANN techniques might fast and effectively track and 

identify trends and patterns affecting the emergence and 

development of breast malignancies (39,40). Numerous 

studies have been conducted in this field to analyze, 

classify, and differentiate BC cases from healthy ones. 

For example, Irmak et al., (2021) designed an optimal 

diagnostic expert system by evaluating the various 

structures of the ANN model to differentiate BC cases 

from healthy individuals with an accuracy of 99.36% 

(41). Besides, Naveed (2021) proposed a CDSS based on 

various data mining methods to classify the risks related 

to BC. Ultimately, the Feed Forward Neural Network 

(FFNN) model, with an accuracy of 99.03%, represented 

the highest case classification (42). In addition, Alka 

(2021) reported the superiority of the multilayer neural 

network structure in the diagnosis of BC and its effective 

screening (accuracy=97.7%) (17). In another study by 

Rawal et al., (2021), they implemented two data mining 

models to diagnose BC, and ultimately the ANN model 

presented a better capability for disease screening (40). 

Furthermore, Turjman (2021) suggested that the ANN 

model, with an accuracy of 99.11%, recorded the highest 

score in the diagnosis of BC and the differentiation of 

healthy cases from the affected ones (43). Similarly, Ali 

(2019) reported that the network model would be more 

capable of effectively predicting and screening BC (44). 

Mehdy (2017) concluded that the ANN model, with 92% 

accuracy, achieved the best performance in identifying 

and differentiating BC from healthy cases (4). Also, the 

selected data mining models comparison in Hazra's 

(2020) study showed that the ANN  model with 98.55% 

accuracy was better able to predict and diagnose BC (44). 

Plus, Leszczyński et al., (2019) designed an optimal 

ANN-based model for predicting and prognosis BC. 

Finally, the proposed model gained high potential in 

diagnostic screening (39). In a similar study, Singhal 

(2019) revealed that diagnosing BC malignancies through 

diagnostic decision support systems based on the ANN 

model is more accurate than other models (45). Sepandi 

et al., (2018) concluded that the ANN model with an 

accuracy of 90% is the best model for diagnosing BC 

(46).  

Hence, the present study aimed to identify and 

effectively screen BC by comparing different network 

model configurations with earlier studies. Therefore, 

initially, essential and effective variables were identified 

using the chi-square test at P<0.01. The results 

represented that 20 variables were selected as the input of 

the network model out of a total of 32 variables. Then 

eleven configurations were implemented for the network 

model. The results showed that the 20-25-1 structure 

reported higher performance based on the evaluation 

criteria. Finally, the user interface of CDSS software in 

the MATLAB environment was designed and integrated 

for clinical applications to create an interactive 

environment with the physician. Therefore, the design of 

the final software user interface is one of the strengths of 

the present study, which was not addressed in the studies 

mentioned earlier. 

Notwithstanding the high capability of the proposed 

model in rapid and effective disease prediction and 

screening, along with a user-friendly and straightforward 

interface for integration with natural clinical 

environments, the generalizability of the proposed model 

is subject to certain limitations. For instance, 

retrospective and single-center research design, the small 

number of samples in the selected database, and the 

evaluation of merely one algorithm (ANN) were 

considered our study limitations. In addition, the 

retrospective nature of the data collection process made 

data records incoherent, incomplete, and full of errors and 

abnormalities. In the future, the performance accuracy of 

our model and its generalizability will be enhanced if we 

test more ML techniques in the more prominent, 

multicenter, and prospective dataset, which is equipped 

with more qualitative and validated data.  

The ANN-based intelligent models can help 

physicians diagnose breast malignancies early and 

provide timely and customized treatment plans. In the 

present study, different ANN configurations were 

implemented to develop an effective diagnostic model for 

BC. Thus, comparing the performance of different 

designs implemented in the network model based on 

various evaluation criteria showed that the 20-25-1 

structure could be applied as a suitable diagnostic model 

with high performance in timely and accurate diagnosis 

of the disease. Therefore, the CDSS software user 

interface was ultimately designed based on this structure 

and implemented in the MATLAB R2013 environment.  

 

Acknowledgments 
 

This article is extracted from a research project 

supported by the Ilam University of Medical Sciences 

(IR.MEDILAM.REC.1399.294). We also thank the 

Research Deputy of the Ilam University of Medical 

Sciences for financially supporting this project. 



R. Nopour, et al. 

Acta Medica Iranica, Vol. 60, No. 9 (2022)    569 

References 
 

1. Babiera GV. Metastatic breast cancer. A paradigm shift 

toward a more aggressive approach. Cancer J 2009;15:78. 

2. Dawngliani M, Chandrasekaran N, Lalmuanawma S, 

Thangkhanhau H, editors. Prediction of Breast Cancer 

Recurrence Using Ensemble Machine Learning 

Classifiers. International Conference on Security with 

Intelligent Computing and Big-data Services. New Taipei 

Taiwan: Springer; 2019. 

3. Cardoso F, Kyriakides S, Ohno S, Penault-Llorca F, 

Poortmans P, Rubio IT, et al. Early breast cancer: ESMO 

Clinical Practice Guidelines for diagnosis, treatment and 

follow-up. 2019;30:1194-220. 

4. Mehdy MM, Ng PY, Shair EF, Saleh NIM, Gomes C. 

Artificial neural networks in image processing for early 

detection of breast cancer. Comput Math Methods Med 

2017;2017:1-15. 

5. Vijayasarveswari V, Jusoh M, Sabapathy T, Raof RAA, 

Khatun S, Iszaidy I, editors. Reliable Early Breast Cancer 

Detection using Artificial Neural Network for Small Data 

Set. J Physics: Conference Series; 2021. 

6. DeSnyder SM, Hunt KK, Smith BD, Moran MS, Klimberg 

S, Lucci A. Assessment of Practice Patterns Following 

Publication of the SSO-ASTRO Consensus Guideline on 

Margins for Breast-Conserving Therapy in Stage i and II 

Invasive Breast Cancer. Ann Surg Oncol 2015;22:3250-6. 

7. Whitman GJ. Consequences of axillary ultrasound in 

patients with T2 or greater invasive breast cancers. In: Lee 

MC, Eatrides J, Chau A, eds. (Moffitt Cancer Ctr, Tampa, 

FL; Univ of South Florida College of Medicine, Tampa) 

Ann Surg Oncol 2011;18:72-7.  

8. Salod Z, Singh Y. Comparison of the performance of 

machine learning algorithms in breast cancer screening and 

detection: A protocol. J Public Health Res 2019;8:1677. 

9. Beachler DC, de Luise C, Yin R, Gangemi K, Cochetti PT, 

Lanes S. Predictive model algorithms identifying early and 

advanced stage ER+/HER2− breast cancer in claims data. 

Pharmacoepidemiol Drug Saf 2019;28:171-8. 

10. Franzoi MA, Rosa DD, Zaffaroni F, Werutsky G, Simon S, 

Bines J, et al. Advanced stage at diagnosis and worse 

clinicopathologic features in young women with breast 

cancer in Brazil: A subanalysis of the amazona III study 

(GBECAM 0115). J Glob Oncol 2019;5:1-10. 

11. Allaire BT, Ekweme D, Hoerger TJ, DeGroff A, Rim SH, 

Subramanian S, et al. Cost-effectiveness of patient 

navigation for breast cancer screening in the National 

Breast and Cervical Cancer Early Detection Program. 

Cancer Causes Control 2019;30:923-9. 

12. Sugie T, Sawada T, Tagaya N, Kinoshita T, Yamagami K, 

Suwa H, et al. Comparison of the indocyanine green 

fluorescence and blue dye methods in detection of sentinel 

lymph nodes in early-stage breast cancer: Ann Surg Oncol 

2013;20:2213-8.  

13. Paluch-Shimon S, Cardoso F, Sessa C, Balmana J, Cardoso 

MJ, Gilbert F, et al. Corrigendum: Prevention and 

screening in BRCA mutation carriers and other 

breast/ovarian hereditary cancer syndromes: ESMO 

Clinical Practice Guidelines for cancer prevention and 

screening. Ann Oncol 2016;27:v103-10. 

14. Domeyer PRJ, Sergentanis TN. New Insights into the 

Screening, Prompt Diagnosis, Management, and Prognosis 

of Breast Cancer. J Oncol 2020;2020:  .9957958  

15. Mohamed NC, Moey SF, Lim BC. Validity and reliability 

of health belief model questionnaire for promoting breast 

self-examination and screening mammogram for early 

cancer detection. Asian Pac J Cancer Prev 2019;20:2865-

73. 

16. Anderson BO, Bevers TB, Carlson RW. Clinical breast 

examination and breast cancer screening guideline. JAMA 

2016;315:1403-4. 

17. Alka K, Gupta RK. Breast Cancer Prediction Through 

Multilayer Artificial Neural Network. In: Alka K, Gupta 

RK, eds. Lecture Notes in Networks and Systems 

2021:203-14. 

18. Al-Salihy NK, Ibrikci T, editors. Classifying breast cancer 

by using decision tree algorithms. Proceedings of the 6th 

International Conference on Software and Computer 

Applications. Bangkok, Thailand: ICSCA; 2017. 

19. Halim E, Halim PP, Hebrard M, editors. Artificial 

intelligent models for breast cancer early detection. 2018 

International Conference on Information Management and 

Technology (ICIMTech). New Jersey, United States: 

IEEE; 2018. 

20. Chaurasia V, Pal S. Applications of machine learning 

techniques to predict diagnostic breast cancer. SN Comput 

Sci 2020;1:1-11. 

21. Sathya D, Sudha V, Jagadeesan D. Application of Machine 

Learning Techniques in Healthcare. In: Sathya D, Sudha 

V, Jagadeesan D eds. Handbook of Research on 

Applications and Implementations of Machine Learning 

Techniques. Pennsylvania, United States: IGI Global; 

2020:289-304. 

22. Heidari M, Khuzani AZ, Hollingsworth AB, Danala G, 

Mirniaharikandehei S, Qiu Y, et al. Prediction of breast 

cancer risk using a machine learning approach embedded 

with a locality preserving projection algorithm. Phys Med 

Biol 2018;63:035020. 

23. Yue W, Wang Z, Chen H, Payne A, Liu X. Machine 

learning with applications in breast cancer diagnosis and 

prognosis. Designs 2018;2:1-17. 

24. Mohammed SA, Darrab S, Noaman SA, Saake G, editors. 



Prediction system for breast cancer 

570    Acta Medica Iranica, Vol. 60, No. 9 (2022) 

Analysis of breast cancer detection using different machine 

learning techniques. International Conference on Data 

Mining and Big Data. Singapore: Springer; 2020. 

25. Peng J, Zeng X, Townsend J, Liu G, Huang Y, Lin S. A 

Machine Learning Approach to Uncovering Hidden 

Utilization Patterns of Early Childhood Dental Care 

Among Medicaid-Insured Children. Front Public Health 

2021;8:599187. 

26. Mohammed A, Arunachalam N, editors. Imbalanced 

Machine Learning Based Techniques for Breast Cancer 

Detection. 2021 International Conference on System, 

Computation, Automation and Networking (ICSCAN). 

New Jersey, United States: IEEE; 2021. 

27. Cai J, Luo J, Wang S, Yang S. Feature selection in machine 

learning: A new perspective. Neurocomputing 

2018;300:70-9. 

28. Mwadulo MW. A Review on Feature Selection Methods 

For Classification Tasks. Int J Comput Appl Technol Res 

2016;5:395-402. 

29. Delzell DA, Magnuson S, Peter T, Smith M, Smith B. 

Machine learning and feature selection methods for disease 

classification with application to lung cancer screening 

image data. Front Oncol 2019;9:1393. 

30. El-Hasnony IM, Barakat SI, Elhoseny M, Mostafa RR. 

Improved feature selection model for big data analytics. 

IEEE Access 2020;8:66989-7004. 

31. Maind SB, Wankar P. Research paper on basic of artificial 

neural network. Int J Recent Innov Trends Comput 

Commun 2014;2:96-100. 

32. Mishra M, Srivastava M, editors. A view of artificial neural 

network. 2014 International Conference on Advances in 

Engineering & Technology Research (ICAETR-2014). 

Unnao, India: IEEE; 2014. 

33. Da Silva IN, Spatti DH, Flauzino RA, Liboni LHB, dos 

Reis Alves SF. Artificial neural network architectures and 

training processes. In: Da Silva IN, Spatti DH, Flauzino 

RA, Liboni LHB, dos Reis Alves SF, eds. Artificial neural 

networks. New York, USA: Springer; 2017: 21-8. 

34. Zakaria M, Al-Shebany M, Sarhan S. Artificial neural 

network: a brief overview. Int J Eng Res Appl 2014;4:7-

12. 

35. Walczak S. Artificial neural networks. Encyclopedia of 

Information Science and Technology, Fourth Edition. In: 
Walczak S, eds. Artificial neural networks. Pennsylvania, 

United States: IGI Global; 2018:120-31. 

36. Santini D, Taffurelli M, Gelli MC, Grassigli A, Giosa F, 

Marrano D, et al. Neoplastic involvement of nipple-areolar 

complex in invasive breast cancer. Am J Surg 

1989;158:399-403. 

37. Massafra R, Latorre A, Fanizzi A, Bellotti R, Didonna V, 

Giotta F, et al. A Clinical Decision Support System for 

Predicting Invasive Breast Cancer Recurrence: 

Preliminary Results. Front Oncol 2021;11: .970777  

38. Papandreou P, Gioxari A, Nimee F, Skouroliakou M. 

Application of clinical decision support system to assist 

breast cancer patients with lifestyle modifications during 

the covid-19 pandemic: A randomised controlled trial. 

Nutrients 2021;13:2115. 

39. Leszczyński Z, Jasiński T, editors. Artificial Neural 

Networks in Forecasting Cancer Therapy Methods and 

Costs of Cancer Patient Treatment. Case Study for Breast 

Cancer. Advances in Intelligent Systems and Computing, 

2020: 111-20. 

40. Rawal G, Rawal R, Shah H, Patel K. A Comparative Study 

Between Artificial Neural Networks and Conventional 

Classifiers for Predicting Diagnosis of Breast Cancer. In: 

Rawal G, Rawal R, Shah H, Patel K, eds. A Lecture Notes 

in Electrical Engineering. Singapore: Springer; 2020: 261-

71. 

41. Irmak MC, Tas MBH, Turan S, Hasiloglu A, editors. 

Comparative breast cancer detection with artificial neural 

networks and machine learning methods. SIU 2021 - 29th 

IEEE Conference on Signal Processing and 

Communications Applications, Proceedings. Istanbul, 

Turkey: IEEE; 2021. 

42. Naveed N, Madhloom HT, Husain MS. Breast cancer 

diagnosis using wrapper-based feature selection and 

artificial neural network. Appl Comput Sci 2021;17:19-30. 

43. Punitha S, Al-Turjman F, Stephan T. An automated breast 

cancer diagnosis using feature selection and parameter 

optimization in ANN. Comput Electr Eng 2021;90. 

44. Hazra R, Banerjee M, Badia L, editors. Machine Learning 

for Breast Cancer Classification with ANN and Decision 

Tree. 11th Annual IEEE Information Technology, 

Electronics and Mobile Communication Conference, 

IEMCON. New Jersey, United States: IEEE 2020. 

45. Singhal P, Pareek S, editors. Artificial neural network for 

Prediction of breast cancer. Proceedings of the 

International Conference on I-SMAC (IoT in Social, 

Mobile, Analytics and Cloud). Palladam, India: IEEE 

2019. 

46. Sepandi M, Taghdir M, Rezaianzadeh A, Rahimikazerooni 

S. Assessing breast cancer risk with an artificial neural 

network. Asian Pac J Cancer Prev 2018;19:1017-9. 

  


